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Abstract

In this paper, we propose a method for iden-
tifying topic of radio news. In our method,
firstly, keywords which characterize each topic
of newspaper are automatically extracted from
newspaper articles. Then, feature vectors whose
elements are x? values between each keyword
and each topic are calculated. Using the fea-
ture vectors, a topic of each part of radio news
is identified. We also propose a method of key-
word spotting by using the result of topic iden-
tification of radio news. By using our keyword
spotting method, the number of selected correct
keywords is twice as many as the number of se-
lected correct keywords with a keyword dictio-
nary which has no weight of each keyword. The
results of experiments show that the proposed
methods are robust and effective for the speech
recognition system.

1 Introduction

Recently, speech recognition systems are designed for
various kinds of tasks. However until now, many
speech recognition systems are fixed for certain tasks,
for example, a ticket vendor, a tourist information, a
hamburger shop (Kanazawa et al. 94), and so on. The
task which consists of various kinds of topics seems to
be in demand for speech recognition systems (e.g., a
news dictation system, a minutes writing system for
meetings, interactive information retrieval system for
large area and so on).

In order to treat discourse which has several kinds
of topics, the system has to have large vocabulary. If
a speech recognition system has to recognize words
from a dictionary which has large vocabulary, the word
accuracy becomes lower. In order to cope with this
problem, N-gram models have been utilized for word
selection from large vocabulary. N-gram models are
based on statistical approach, and using N-gram mod-
els, appearance probability of words estimated auto-
matically. However one of the problems using N-gram
models is that very large corpus are necessary for rec-
ognizing discourse which consists of various topics.

Topic identification seems to be useful for keyword
spotting, because if a suitable topic is identified, can-
didates of keyword can be narrowed. Some researchers
are studying about topic identification of discourse
(J.McDonough et al. 94),(Yokoi et al. 95). However
there are few studies related to keyword spotting by
using the results of topic identification.

In this paper, we propose a method for identifying
topic of each part of radio news. In the method, fea-
ture vectors are utilized for topic identification. Each

element of feature vectors is calculated based on fre-
quency of each keyword in each topic. We use x?2
values for elements of feature vectors. The feature
vector of each topic is automatically calculated by us-
ing newspaper articles which are classified into each
topic. Keywords for each topic are selected by using
the feature vector of each topic. The topic which has
the largest similarity between the unit of news and
the feature vector of each topic is selected as topic of
the unit. Our method is robust to partial phoneme
misunderstanding, because whole phoneme sequence
is considered for selecting a keyword.

We also propose a method of keyword spotting by
using the result of topic identification. Our keyword
spotting method uses the most suitable keyword path
which is produced in the procedure of topic identi-
fication. There are many correct keywords on the
most suitable keyword path of the most suitable topic.
Therefore, the similarity between the unit and the fea-
ture vector of the most suitable topic is larger than
those of any other topics. Using our method, even if
there are many words whose phoneme sequence are
similar to correct keyword in the keyword dictionary,
correct keywords are selected.

We have conducted the topic identification experi-
ments and keyword spotting experiments by using the
phoneme lattice which is the result of phoneme recog-
nition. As a result of topic identification experiments,
we have obtained 78% of correct ratio. The results of
keyword spotting experiments demonstrate the effec-
tiveness of our method for speech recognition.

We explain the related work in Section 2. We de-
scribe the feature vectors that characterize each topic
in Section 3. In Section 4, we show topic identifica-
tion method using feature vectors. In Section 5 we
report on the experiments of topic identification and
keyword spotting, and finally, we discuss the possibil-
ity of utilization of extracted keywords in the most
suitable keyword path for speech recognition.

2 Related Work

In late years, there are many studies of topic identi-
fication which use statistical information of words in
written language (Yamamoto et al. 95) and spoken
language (J.McDonough et al. 94), (Yokoi et al. 95),
(Ttoh et al. 95), (Suzuki et al. 96).

McDonough proposed a topic identification using
switch board corpus. Also Yokoi proposed a method
which uses the keywords based on statistical informa-
tion. Keywords are determined by the value of mutual
information between the dictionary of kana-to-kanji



conversion system 'Wnn’ and head words of the en-
cyclopedia of current terms 'Chiezo’ (Yamamoto 95).
They reported the best number of keywords in key-
word dictionary is about 800. However, when there
is one keyword in a sentence,the system has to decide
the topic by using only one keyword. If a phoneme
recognizer can’t recognize correct phonemes at a part
of phoneme sequence which has a keyword, the key-
word must not be extracted and suitable topics must
not be selected. Furthermore, the number of vocabu-
lary must be increased for robust topic identification
of short part of discourse.

Some studies for transcription of broadcast news are
going to be carried out (Matsuoka et al. 96) (Kubala
et al. 96) (Bakis et al. 97) (J.L.Gauvain et al. 97)
(Woodland et al. 97). However there are few studies
which apply topic identification method to keyword
spotting.

In this paper, we propose a topic identification
method of each part of radio news using feature vec-
tors which are extracted by newspaper articles. Our
method shows good performance by using a keyword
dictionary which has large vocabulary. We also pro-
pose a keyword spotting method by using the result of
topic identification.

3 Feature Vector for Each Topic

3.1 Extraction of Feature Vector Using
Newspaper Articles

In our method, each part of radio news story is classi-
fied into a topic using the feature vectors from news-
paper articles which are classified into topics. Each
topic is characterized by a feature vector. Each ele-
ment of feature vectors was based on the frequency of
each noun in newspaper articles which are classified
into each topic. However the noun which appeared
frequently in articles of every topic does not show the
characteristics of a topic.

Term weighting method is an important issue for
extracting keywords. There has been many weighting
methods, such as TF (Term Frequency), IDF (Inverse
Document Frequency), TF*IDF, WIDF (Weighted
Inverse Document Frequency)(Tokunaga & Iwayama
94),x*method. We used x? method for weighting.

3.2 Usage of \? values

In general, a topic in each discourse is characterized
by words which are appeared frequently in the dis-
course. It is very useful to calculate frequency of each
keyword for an automatic topic identification. How-
ever, all words which frequently appear do not always
characterize the topic. If a word appears frequently in
many topics, the word does not contribute to charac-
terize the topic. In order to cope with this problem,
term weighting by using x? is used in our method.
X; (x? vector of wordy) is shown in formula (1).

Xi = (X%laX%%"'aX%n) (1)

where,
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(m : the number of nouns, n : the number of top-
ics, wp; @ frequency of wordy in topicj, my; : ideal
frequency of wordy, in topic;).

Ideal frequency means the frequency when the word
appears in every topic with the same frequency.

Table 1 shows examples of x? vector. POL, ECO,
INT, SPR and ACC means politics, economy, inter-
national, sports and accident, respectively. Numerals
show 2 values in Table 1. In Table 1, topic “poli-
tics” is characterized by “Prime Minister”, and topic
“international” is characterized by “President”.

Table 1: Examples of x? vectors

x> vector

Noun

POL ECO INT SPR ACC
Prime 142.26 0.00 0.87  0.00 0.00
Minister
(E#H)
President 0.00 0.00 254.42 0.00 0.00
(K#iH)

The system identifies the topic of news story by us-
ing feature vectors. Each topic is characterized by a
feature vector whose coordinate is an m-dimensional
Fuclidean space, where m is the number of nouns
which are selected from newspaper articles. Each el-
ement of feature vectors is x2? value. Figure 1 shows
x? vector of wordg (1 < k < m) and feature vector
of each topic in x? matrix. The dotted circle shows
feature vector of INT and circle shows x? vector of
wordg. The number of element of a feature vector is
the number of words of which x? vector was calculated.

POL__ECO INT__SPR__ACC
word, feature vector of INT

. ]
word, (X “vector of word,
. |

I
[
[
® 2 . |
word,,| X matrix - )

Figure 1: x2 vector and fature vector in y? matrix

3.3 Estimation of 2 Vector Using Mutual
Information

One of major problems of the method which is based
on word frequency is data sparseness problem, k., the
system can not identif topic, when there is no key-
words in the unit. To cope with this problem, we esti-
mate x2 vector of the word by using mutual infrma-
tion, and increase the number of keywords ineéature
vectors.

First, we calculated mutual indrmation value be-
tween each noun pair in the all articles of Mainichi
Shimbun 94 CD-ROM. Then, we collected pairs (o3)
which 3 is stored in x? matrix and « is not. For each
(a,B),x2 is estimated by using the éllowing formula.



“ Z;cnzl f(Oé, ﬂk:)
Here, m is the number of 8. f(a,f) is co-
occurrence between o and i in this order.
For example, the estimation of x? vector of “Prime
Minister” is the following three stages.

1. Calculating mutual information (Mu) between
“Prime Minister” and every word which is the
element of feature vectors.

Noun POL ECO INT SPR ACC [Mu
cabinet 20 0 1 0 0 5
(M)

cabinet 15 0 1 0 01 10
meeting

(=)

2. Extracting the words whose value of Mu is more

than 3.

3. Calculating x? vector of “Prime Minister”.

x?2 vector of “PrimeMinister”
t 2
Zk:l mg X ch

22:1 Mg
5 x (20,0,1,0,0) + 10 x (15,0,1,0,0)

5+ 10
Noun | POL ECO INT SPR ACC
Prime 16.7 0 1 0 0
Minister
(E#H)

4 Topic Identification

In our method, topic of each unit of radio news story
is identified by using feature vectors which were ex-
tracted in Section 3. Radio news stories which were
used in our experiments were written in phonemes, and
segmented by pauses which are longer than 0.5 second
in recorded radio news. We call a part between pauses
unit, and the system selects a topic to each unit.

4.1 Extraction of Word Candidates

Input news stories are shown by phoneme sequence
without space and word boundary does not appear.
The system selects maximum 20 word candidates at
each phoneme as left of word candidates. Figure 2
shows the example of word candidates. In each square
frame, the number of word candidates does not exceed
20.

4.2 Similarity between Topic and Unit

Most words which appear frequently in newspaper ar-
ticles about topic “POL” tend to appear in the unit
about politics. If a word appears frequently in the
topic;, x? value of the word in topic; is large. There-
fore, in a unit about POL, sum of X121;7POL tends to be
large (w : a word in the unit). Then, the system se-
lects a word sequence whose sum of xj, ; is maximum
among other word sequences at topic;.

eNSiCiryoowouketeirunowa
| deNSi(gene)
de N (inheritance)

deNSi(electron)

de N (biography)

eNSi(farsightedness)

eN(circle)

eN gchance)

[Si(city) ]
Ciryoo(medical treatment)
iryoo(medical care)

phoneme sequence

<+——— word candidates

Figure 2: Example of word candidates

The similarity between the unit; and topic; is cal-
culated using formula (5).

Sim(j,i) =

max  Sim/(j,1)

all paths
an(wordk) X X%,j (5)
k

= max
all paths

In formula (5), wordy is a word which is in word
candidates obtained by Section 4.1, and each selected
word doesn’t share any phonemes with any other se-
lected words. np(wordy) is the number of phonemes
of wordy. xj ; is x’value of wordy for topic;. The
system determines a keyword path whose Sim/(j,14) is
the largest among all keyword path for topic;.

Figure 3 shows the method of calculating similarity
between unit; and topicint. In Figure 3, there are
many word paths from left to right. The system selects
a path whose Sim/ (INT, unit;) is larger than those of
any other paths.

phoneme sequence of UNit

N O O B |

.2x 3+— np(word, ) X X:,INT

word candidates

Sn(INT ,unit) =max(3.2x 3+ 0.5x6,3.2x 3+ 43x4+0.7x2,
32x3+43x4+43x%x3,
1.2x3+0.3x 4,1

Figure 3: Calculating Sim(INT, unit;) similarity be-
tween unit; and topicinT

4.3 Topic Identification Process

In the topic identification process, the system identi-
fies topic of each small unit by using Sim(topic, unit;)
of all topics. If a similarity between a unit and a topic
is larger than similarities between a unit and any other
topics, the topic seem to be the topic of the unit.
Therefore, the system selects the topic which is the
largest of all similarities in N of topics as the topic of
the unit. Figure 4 shows topic identification method



at each unit. In Figure 4, a similarity for POL (poli-
tics) is the largest among all topics, and a topic of this
unit is identified to ”politics”.

phoneme sequence of UNif;

N O I A | B

oy 32x3<—np(word)><)(km

word candidate

" most suitable path of INT ' [ ][ [ ][ ]

| mmmmm MOSt SUItable path of POL @

| ====—most suitable path of ECO| Z5%2 _ 43x3
SIM(INT ,unit;) = 3.2x 3+ 4.3x 4+ 4.3x 3= 39.7 0o 513
SIm(POL ,unit,) = 2.5x 3+ 6.2x 6+ 5.1x 3= 60.0

SIMECO,unit;) = 0.5x4 +2.5x2= 7.0

Figure 4: Topic identification method

Figure 5 shows the similarity between each topic
and each unit of a part of one day radio news. The
topic sequence of the news stories is economy, sports,
sports, sports, economy and economy.
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Figure 5: Similarity between each topic and each unit
in the radio news

5 Experiment

We have conducted topic identification experiments
and keyword spotting experiments with correct
phonemes and phoneme lattices which are the results
of phoneme recognition.

5.1 Data

The test data we have used are radio news which are
selected from NHK 6 o’clock radio news in August
and September of 1995. Omne day news consists of
about 15 stories on average. There are some articles
which are hard to be classified into one topic in news
stories. Therefore we select news stories which two
persons classified into the same topic are selected for
the experiments. The units which are test data of
the experiments are segmented by pauses which are

longer than 0.5 second. We selected 50 units for the
experiments. The 50 units consist of 10 units of each
topic. We used two kinds of test data. Omne is de-
scribed with phoneme sequence. The other is written
in phoneme lattice which is the results of phoneme
recognition (Suzuki et al. 93). Figure 6 shows the ex-
ample of the results of phoneme recognition. They are
spoken by a male speaker.

phoneme sequence
best| q K 0 §) o m &) 0 q

distance |0.0 2.9 2.7 24 2.1 21 3.0 25 0.0
2nd best y W n b N
distance 2.7 3.1 2.3 3.7 4.0
3rd best W a
distance 3.9 4.1

Figure 6: Result of phoneme recognition /kyoono/

In Figure 6, “q K 0 0 0o m o o q” shows best one
phoneme and numerals show the distances between
each phoneme template and voice. In each segment,
the number of phoneme candidates isn’t exceed 3. The
following equations show the results of phoneme recog-
nition.

correct phonemes in phoneme lattice

= 95.6
uttered phonemes %

correct phonemes in phoneme lattice
P P — 81.2%

phoneme segments

243 articles of Mainichi Shimbun in 1994 from CD-
ROM were used in order to calculate feature vectors.
There are 427 characters par an article on average. We
classified these articles into 5 topics. i.e., ”politics”,
”economy”, ”international”, ”sports” and ”accident”
by using classification code of CD-Mainichi Shimbun
1994. There are about 20,000 characters in each topic
of the corpus (in Table 2).

Table 2: Kinds of topics

the number | total number
Topic of articles | of characters
politics(POL) 34 20,840
economy(ECO) 63 21,050
international (INT) 59 20,750
sports(SPR) 37 20,133
accident(ACC) 50 21,014

In order to calculate feature vectors of each topic,
243 articles are tagged by parts-of-speech using JU-
MAN (Nag93). As a result, there are 534,932 nouns
in the articles. From these articles, we selected the 796
nouns of which the frequency is larger than 5.

Because of data sparseness problem, the system
can’t calculate similarity value at some units which
have no keywords in the newspaper articles. In or-
der to cope with this problem, we estimate xi (word,
does not appear in the 243 newspaper articles). Using
mutual information, we select the keywords which co-
occur with the 796 keywords which have been selected



for feature vectors from the articles of newspaper in
CD-ROM, and increase keywords to 9,637 in Section
3.3. Figure 7 shows the total number of words in the
news units which belong to each keyword dictionary.
The total number of words in the news units which
belong to the keyword dictionary (9,637 keywords) is
77% larger than that of the original keyword dictio-
nary (796 keywords).

400

350
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250
200
150

100

50

Total Number of Words in the News

0

4,000 6,000 8,000

Number of Keyword

0 2,000 10,000

Figure 7: The total number of words in the news units
which belong to each keyword dictionary

5.2 Topic Identification Experiment

In the experiments of topic identification with
phoneme lattice which is the results of phoneme recog-
nition, word candidates are extracted by using DP
matching between a part of the phoneme lattice and
each phoneme sequence of word in the dictionary. The
topic identification method is the same as the method
with correct phoneme sequence. Figure 8 shows the
results of the experiments of topic identification. It
shows the results of topic identification using keywords
of which the minimum value of mutual information is
10,11,12,13,14,15,16,17,18,19 and 20 respectively. Ta-
ble 3 shows relation between value of mutual informa-
tion and the number of keywords.

Table 3: Relation between the lower limit of mutual
information and the number of keywords

MvMu 10 11 12 13 14 15

NoK | 9,637 | 9,606 | 9,276 | 8,116 | 6,230 | 4,212

MvMu 16 17 18 19 20 —

NoK 2,586 | 1,628 | 1,153 949 796 —

MvMu : the minimum value of Mutual Information
NoK : the number of keywords

The best performance is when the system uses key-

words of which mutual information is larger than 15
(4,212 keywords)(78%).

5.3 Word Spotting Experiment

We have conducted keyword spotting experiments.
Figure 9 shows the result of the experiments. In Figure
9, “with TI” means the method by using topic iden-
tification. “without TI” means the method without
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0 2,000 4,000 6,000 8,000 10,000

Number of Keywords

Figure 8: Identification Results

topic identification. CP means correct phonemes and
PR means the result of phoneme recognition. At each
experiment, the number of keywords is slid from 796
to 9,637.

By using the results of topic identification, the num-
ber of selected correct keywords is twice as many as the
number without topic identification with 9,637 key-
words in the experiments with the result of phoneme
recognition.
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Figure 9: Performance comparison using two methods
of keyword spotting: using topic identification (with
TI(PR) and (with TI(CP)) and without topic identi-
fication (without TI(PR) and without TI(CP))

6 Discussion

6.1 Topic Identification

Figure 8 shows the correct ratios of topic identification
with the result of phoneme recognition by using vari-
ous number of keywords. It shows that 78% of units
are identified with the most suitable topics by using
4,212 keywords.

For further improvement of topic identification, it
is necessary to use larger corpus in order to precise
feature vectors and have to improve phoneme recogni-
tion.



6.2 Word Spotting

Figure 9 shows the number of extracted keywords. It
shows that the number of extracted keywords with
large keyword dictionary is larger than that of small
keyword dictionary. Gaps of the number of keywords
between “with TI” and “without TI” with correct
phonemes is small. However, the larger the number of
keywords, the larger gaps of the number of keywords
between “with TT” and “without TI” with the result of
phoneme recognition is. The number of keywords by
using “with TT” is twice as many as the number of key-
words by using “without TI” with result of phoneme
recognition, when the system uses 9,637 keywords.
Figure 10 shows recall and precision which are
shown in formula (6), and formula (7), respectively.

recall — number of correct words in MSKP ()
" number of selected words in MSKP

recision  — number of correct words in MSKP 1)
P " number of correct nouns in the unit

MSKP : the most suitable keyword path for selected
topic

Using small dictionary (796 keywords), precision is
about 31%, and recall is about 41%. Using large dic-
tionary (9,637 keywords), precision is about 41%, and
recall is about 24%. The result shows that the system
extracted many incorrect keywords.
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Figure 10: Recall and Precision

The system tries to find keywords for all parts of
the units and extracts incorrect keywords. In order to
extract only correct keywords, the system has to use
co-occurrent frequency between keywords in the most
suitable keyword path.

7 Conclusions

In this paper, we have proposed a topic identification
method and keyword spotting method for radio news
using the results of topic identification. As the re-
sults of topic identification experiments, 78% of spo-
ken units can be identified as the most suitable topics
with 4,212 keywords dictionary (Figure 8). Using the
results of topic identification, the number of selected
correct keywords is larger than the number without

the results (Figure 9). Using the result of topic identi-
fication, about 33% of correct nouns can be extracted
(Figure 10). We are now conducting an experiment of
topic identification and keyword spotting with other
news stories. In this paper, we use x? method for term
weighting. We have to compare x? method and other
term weighting method in order to check x? method
is how effective for topic identification and keyword
spotting. In future, we will reseach how to remove in-
correct nouns from extracted keywords in order to use
our method for speech recognition.
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